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Summary
This paper presents a digital computing-in-memory (CIM) accelerator tailored for multimodal Transformers, focusing on exploiting data sparsity to improve energy eﬃciency. The main contributions include:
1. LRES (Long Reuse Elimination Scheduler): Reshapes the attention matrix into global + local patterns to retain frequently accessed data in the CIM buﬀer, improving CIM utilization in StageD.

2. RTP (Runtime Token Pruner) & MACN (Modal-Adaptive CIM Network): Prunes unimportant tokens in advance and leverages MACN to divide CIM into StageS and StageD. It performs pipeline scheduling by exploiting symmetrical computation overlap between modalities, reducing CIM idleness.
3. EBB-CIM (Eﬀective-Bit Balanced CIM): Performs bit-level analysis and balances bit usage to mitigate resource waste due to uneven eﬀective bit widths, thereby reducing computation latency.


Strengths

[image: ]	The three architectural designs―LRES, RTP+MACN, and EBB-CIM―eﬀectively target real-world circuit bottlenecks. The system captures sparsity at attention, token, and bit levels throughout the QKV computation of Transformer models.
[image: ]	The paper includes a comprehensive pipeline from problem identiﬁcation to hardware validation, with convincing experimental results based on a fabricated chip.
[image: ]	The topic is timely and aligned with current trends in energy-eﬃcient AI accelerators for large-scale multimodal models.

Weaknesses

[image: ]The experiments are primarily based on the ViLBERT model. The applicability of the architecture to larger-scale multimodal models (e.g., Flamingo) is not thoroughly discussed, which aﬀects the generality of the results.
  [image: ]The paper lacks quantitative analysis of the pre-processing cost associated with handling sparsity. The energy or latency overhead for sparsity detection is not explicitly addressed.

Suggestions for Improvement

[image: ]	Expand the experimental scope to include more modern and diverse multimodal models with varying sparsity patterns.
[image: ]	Provide additional analysis on the overhead introduced by sparsity detection and handling mechanisms, especially energy and latency impact.
[image: ]	Since all sparsity handling is done at the hardware level, consider exploring compiler-hardware interface design to allow software-level sparsity scheduling and metadata injection.

Overall Evaluation
This paper proposes a Transformer accelerator that exploits sparsity at multiple levels (attention, token, bit) with architectural innovations that are both practical and novel. It provides suﬃcient experimental validation and holds strong publication value.
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