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Summary
This paper addresses three major challenges in eﬃcient deployment of large language models (LLMs) by proposing a novel accelerator architecture. The key
innovations include:

ABAF (Active-Bit-Allocate Format): The paper introduces a compression format for weights and KV-cache, along with a Prime-Number-Based Calculator (PNBC) for fast decoding without requiring a lookup table. This design eﬀectively reduces the data transfer and storage overhead caused by frequent EMA access during LLM inference.

1. CAMP-PE (Cluster-Aligned Mixed-Precision Processing Element): To address the low energy eﬃciency of mixed-precision GEMM operations, the authors propose a clustering approach that converts ﬂoating-point operations into integer computations by grouping activations by exponent, signiﬁcantly improving eﬃciency.
2. BMSR (Bi-Dimensional MAC-based SFU Reformulation): To reduce SFU bottlenecks in nonlinear operations, the paper reformulates nonlinear functions as MAC operations, allowing them to be processed directly within PEs and increasing overall hardware utilization.


Strengths

[image: ]	ABAF presents an elegant integration of compression, decoding, and dataﬂow reformation, eﬀectively addressing the high EMA cost in autoregressive models.
[image: ]	CAMP-PE simpliﬁes GEMM operations by transforming activation computations into integer operations using clustering.

[image: ]	BMSR smartly converts nonlinear functions into linear MACs, allowing these operations to be executed in PEs and bypassing SFU limitations.
[image: ]	Optimization targeting LLM model deployment, addressing a key issue in current AI development.
[image: ]	Strong persuasiveness from design concept to actual testing.

[image: ]	Circuit architecture is problem-oriented with clear objectives.

Weaknesses

[image: ]	The paper lacks suﬃcient evidence to support the claim that AWSC (Active Word Shift Compression) does not aﬀect model accuracy. Bit-shifting operations in deep learning can introduce rounding or truncation errors. The
paper does not specify how many bits are used for intermediate values or whether saturation/clipping mechanisms are applied.
[image: ]	The use of Taylor expansion and Horner’s method for nonlinear function
approximation lacks detailed error analysis.
[image: ]	The paper does not discuss adaptability to bit-widths other than 8 bits, raising concerns about generality.
[image: ]	Evaluation on larger models such as GPT-3 or LLaMA-13B is absent. It is unclear whether the architecture can maintain accuracy or avoid performance bottlenecks like I/O bandwidth or increasing EMA with longer context lengths.

Suggestions for Improvement

[image: ]	Include precision error analysis and evaluate the accelerator's scalability under higher sparsity.
[image: ]	Provide performance results on larger-scale LLMs to assess generalization and robustness.

Overall Evaluation
[bookmark: _GoBack]This paper presents a strong hardware-software co-design addressing real-world bottlenecks in LLM inference. With additional precision analysis and generality validation, it has the potential to become a valuable reference for both edge and cloud LLM accelerator designs.
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